
w/o NMF w/ NMF
Accuracy [%] classification scheme beat song beat song

HNB vote
58.54

79.85
58.84

84.33
- / f / m HNB added score 79.85 85.07

SVM vote / added score 52.06 79.85 56.54 87.31
HNB vote

70.35
82.09

80.22
85.82

f / m HNB added score 83.58 86.57
SVM vote / added score 67.52 82.09 79.97 89.55

Table 2: Accuracies of vocalist gender recognition on beat level and on song level by majority voting or maximum added
score for HNB and SVM as classifier – once with (w/) and once without (w/o) separation of drum-beats by NMF. Considered
are no voice (-), female (f), and male (m) discrimination on all beats or only gender on those with vocal presence.
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Figure 2: ROC by true (TPR) over false positive rate (FPR), and the area under the curve (AUC) for the three-class
(female / male / no voice) task.

latter is found beneficial – as one would assume – as in-
formation on certainty is preserved prior to the song level
decision. The results further indicate that the accuracy of
classification on beat level is sufficiently above chance level
to allow for repairing of mispredictions over the duration of
a song. Here, SVM perform slightly better with a maximum
of 87.31 % accuracy for the three classes, and the difference
to the two-class task is drastically reduced. Overall, the
statistical significance on song level for the improvement
gained by NMF utilization is 0.05. Thus, we can state that
drum separation by NMF helps recognizing gender even on
the song level.

To shed light on this effect per class, according Receiver
Operating Characteristics (ROC) are depicted in Figure 1
for the two-class task of gender recognition, and in Figure
2 for the three-class task with additional determination of
positions that contain vocals by SVM. To provide a single
value rather than a curve, one can calculate the area under
the ROC curve, called AUC. The highest possible AUC is
1.0, equal to the whole graph area, and achievable only by
a perfect classifier. Random guessing has an AUC of 0.5
since it corresponds to the diagonal line in the ROC space.
A reasonable classifier should therefore have an AUC that is
significantly greater than 0.5, with better classifiers yielding
higher values. The values obtained are also shown in Figure
1: For the two-class task (female / male) the difference in
the AUC with and without NMF is highly significant at the
10−3 level. In the three-class problem clear differences are
observable: the highest benefit is reached for female vocals,

next come male vocals, and interestingly the recognition
of parts without vocal presence is negatively affected by
reduction of the drum beat presence.

6. CONCLUSION

It was our primary goal to predict the vocalist gender in
originally recorded popular music, and our secondary to
analyze whether NMF usage for separation of the drum-
beat can help improve on this task. The results clearly
demonstrate the significant improvement obtained, and we
are by that able to fully automatically identify the gender of
the main vocalist in popular music at a high and reasonable
accuracy for system unknown artists and songs. On beat
level NMF application slightly impairs vocals presence
estimation, but increases the overall performance of gender
classification explaining the better results on song level.

Considering the choice of classifier, no clear tendency
was found, apart from the fact that the overall best result
was obtained by SVM.

Future refinement can be invested in improved annota-
tion: as mentioned, the UltraStar annotations were created
by members of the game community. Therefore errors
among the ground truth tempo and vocals’ locations might
be present though we chose the most frequently used files.
A widespread verification of the annotations would mini-
mize the error rate and maybe reduce false classifications.
But that would need a huge investment of time.

Further, we assigned the main vocalist gender. How-
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ever, alternatively local labeling and consideration of mixed
gender or choir passages could be provided.

Finally and self-evident, tailored vocal instead of drum
separation should be targeted now that the more robustly
obtainable separation of drum-beats was already found sig-
nificantly beneficial.

7. ACKNOWLEDGMENT

This work was supported by the Federal Republic of Ger-
many through the German Research Foundation (DFG)
under the grant no. SCHU 2508/2-1 (“Non-Negative Ma-
trix Factorization for Robust Feature Extraction in Speech
Processing”).

8. REFERENCES

[1] W. H. Abdulla and N. K. Kasabov. Improving speech
recognition performance through gender separation.
In Proc. of ANNES, pages 218–222, Dunedin, New
Zealand, 2001.

[2] P. Cebula. UltraStar - PC conversion of famous karaoke
game SingStar, 2009.

[3] H. Fujihara, T. Kitahara, M. Goto, K. Komatani,
T. Ogata, and H. G. Okuno. Singer identification based
on accompaniment sound reduction and reliable frame
selection. In Proc. of ISMIR, pages 329–336, 2005.

[4] M. Helen and T. Virtanen. Separation of drums from
polyphonic music using non-negative matrix factoriza-
tion and support vector machine. In Proc. of EUSIPCO,
Antalya, Turkey, 2005.

[5] I. Kononenko. On biases in estimating multi-valued at-
tributes. In Proc. of IJCAI, pages 1034–1040, Montreal,
Quebec, Canada, 1995.

[6] P. Langley, W. Iba, and K. Thompson. An analysis of
Bayesian classifiers. In Proc. of AAAI, pages 223–228,
San Jose, CA, USA, 1992.

[7] D. D. Lee and H. S. Seung. Algorithms for non-negative
matrix factorization. In Proc. of NIPS, pages 556–562,
Vancouver, Canada, 2001.

[8] Beth Logan. Mel frequency cepstral coefficients for
music modeling. In Proc. of MUSIC-IR, Plymouth, MA,
USA, 2000.

[9] A. Mesaros and T. Virtanen. Automatic recognition of
lyrics in singing. EURASIP Journal on Audio, Speech,
and Music Processing, 2009:24 pages, 2009.

[10] A. Mesaros, T. Virtanen, and A. Klapuri. Singer identi-
fication in polyphonic music using vocal separation and
pattern recognition methods. In Proc. of ISMIR, pages
375–378, 2007.

[11] D. A. Reynolds. Experimental evaluation of features
for robust speaker identification. IEEE Transactions on
Speech and Audio Processing, 2(4):639–643, 1994.

[12] M. N. Schmidt and R. K. Olsson. Single-channel speech
separation using sparse non- negative matrix factoriza-
tion. In Proc. of Interspeech, Pittsburgh, Pennsylvania,
USA, 2006.

[13] B. Schuller, F. Eyben, and G. Rigoll. Tango or Waltz?:
Putting ballroom dance style into tempo detection.
EURASIP Journal on Audio, Speech, and Music Pro-
cessing, 2008(846135):12 pages, 2008.

[14] B. Schuller, C. Hage, D. Schuller, and G. Rigoll. ’Mister
D.J., Cheer Me Up!’: Musical and Textual Features for
Automatic Mood Classification. Journal of New Music
Research, 38:33 pages, 2009.

[15] B. Schuller, A. Lehmann, F. Weninger, F. Eyben, and
G. Rigoll. Blind enhancement of the rhythmic and har-
monic sections by NMF: Does it help? In Proc. of Inter-
national Conference on Acoustics (NAG/DAGA 2009),
pages 361–364, Rotterdam, The Netherlands, 2009.

[16] B. Schuller and F. Weninger. Discrimination of speech
and non-linguistic vocalizations by non-negative matrix
factorization. In Proc. of ICASSP, Dallas, TX, 2010.

[17] P. Smaragdis and J. C. Brown. Non-negative matrix fac-
torization for polyphonic music transcription. In Proc.
of WASPAA, pages 177–180, 2003.

[18] V. Stouten, K. Demuynck, and H. van Hamme. Dis-
covering phone patterns in spoken utterances by non-
negative matrix factorization. IEEE Signal Processing
Letters, 15:131–134, 2008.

[19] C. Uhle, C. Dittmar, and T. Sporer. Extraction of drum
tracks from polyphonic music using independent sub-
space analysis. In Proc. of ICA, Nara, Japan, 2003.

[20] T. Virtanen. Monaural sound source separation by non-
negative matrix factorization with temporal continuity
and sparseness criteria. IEEE Transactions on Audio,
Speech and Language Processing, 15(3):1066–1074,
March 2007.

[21] T. Virtanen, A. Mesaros, and M. Ryynänen. Combining
pitch-based inference and non-negative spectrogram fac-
torization in separating vocals from polyphonic music.
In Proc. of SAPA, Brisbane, Australia, 2008.

[22] T. Vogt and E. Andre. Improving automatic emotion
recognition from speech via gender differentiation. In
Proc. of LREC, Genoa, Italy, 2006.

[23] B. Wang and M. D. Plumbley. Musical audio stream sep-
aration by non-negative matrix factorization. In Proc. of
DMRN Summer Conference, Glasgow, Scotland, 2005.

[24] C. Xu, N. C. Maddage, and X. Shao. Automatic music
classification and summarization. IEEE Transactions
on Speech and Audio Processing, 13(3):441–450, 2005.

[25] H. Zhang, L. Jiang, and J. Su. Hidden naive Bayes. In
Proc. of AAAI, pages 919–924, Pittsburgh, PA, USA,
2005.

618

11th International Society for Music Information Retrieval Conference (ISMIR 2010)




