11th International Society for Music Information Retrieval Conference (ISMIR 2010)

(@IN S (b) MG (c) PAN

Figure 3. Performance of IFS compared to the performance of a standard genetic algorithm (GP). We report here only the
best execution for each algorithm.
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Figure 4. Distributions of the tness of the features computed by the two algorithms. In dotted line, the distributions of the
features computed by the genetic algorithm, in black the features computed by IFS. For IFS, the distributions of the tness
are concentrated near high values, whereas the features explored by the genetic algorithm have more spread distributions.
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